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1l ntroducti on

The European Union funded 5G Public Private Partnership (5GPPP) is an important initiative
where public and private sectors in Europe work togeth@ewelop 5G and secure the European
leadership. Several projettsave received support to work on areas ranging from physical layer
to overall architecture, network management and software networks. This is very important
because 5G is not only a new radiot also a framework that integrates new with existing
technologies to meet the requirements of 5G applications. The 5G Architecture Working Group
as part of the 5GPPP Initiative is looking at capturing novel trends and key technological enablers
for therealization of the 5G architecture. It also targets at presenting in a harmonized way the
architectural concepts developed in various projects and initiatives (not limited to 5GPPP projects
only) so as to provide a consolidated view on the technical idinscior the architecture design

in the 5G era.

The current white paper focuses on the produced results after one year research mainly from 16
projects working on the abovementioned domains. During several months, representatives from
these projects haweorked together to identify the key findings of their projects and capture the
commonalities and also the different approaches and trends. Also they have worked to determine
the challenges that remain to be overcome so as to meet the 5G requiremental TG
Architecture Working Group is to use the results captured in this white paper to assist the
participating projects achieve a common reference framework. The work of this working group
will continue during the following year so as to capture #iest results to be produced by the
projects and further elaborate this reference framework.

The 5G networks will be built around people and things and will natively meet the requirements
of three groups of use cases:
1 Massive broadband (xMBB) that deligegigabytes of bandwidth on demand
1 Massive machirgype communication (mMTC) that connects billions of sensors and
machines
9 Critical machinetype communication (uMTC) that allows immediate feedback with high
reliability and enables for example remote cohtiver robots and autonomous driving.

The demand for mobile broadband will continue to increase in the next years, largely driven by
the need to deliver ultraigh definition video. However, 5G networks will also be the platform
enabling growth in manyndustries, ranging from the IT industry to the automotive,
manufacturing industries entertainment, etc.

5G will enable new applications like for example autonomous driving, remote control of robots
and tactile applications, but these also bring a lohaflenges to the network. Some of these are
related to provide low latency in the order of few milliseconds and high reliability compared to
fixed lines. But the biggest challenge for 5G networks will be that the services to cater for a
diverse set of seises and their requirements. To achieve this, the goal for 5G networks will be
to improve the flexibility in the architecture.

The white paper is organized as follows. In section 2 we discuss the key business and technical
requirements that drive the eutibn of 4G networks into the 5G. In section 3 we provide the key
points of the overall 5G architecture where as in section 4 we elaborate on the functional
architecture. Different issues related to the physical deployment in the access, metro and core

15G PPP Phase | Projeetbttps://5gppp.eu/Seppp-phasel-projects/
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neworks of the 5G network are discussed in section 5 while in section 6 we present software
network enablers that are expected to play a significant role in the future networks. Section 7
presents potential impacts on standardization and section 8 conttiadesite paper.
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2Chall enges, requirements anc
di fferentiating characteri st

2.1 5G Key Requirements

5G networks are expected to offer the opportunity to launch, efficiently andaféestively,
numerous new services thus, creating an ecosystem foridatland business innovation. In
addition, the 5G infrastructures will provide tailored network solutions specializegpfmort
vertical markets such as automotive, energy, food and agriculture, healthcare,[21]) (
Moreover it will be necessary taccelerate the service deliverto all the involved stakeholders.

It is exactly the need to support a diverse set of vertical industries and simplify their provision
that calls for new advanced architectural frameworks for theepsiogy and transport of
information. Contrary to the evolution of previous generations of mobile networks, 5G will
require not only improved networking solutions but also a sophisticated integration of massive
computing and storage infrastructures.

Mobile broadband Vemcal i1 Services \.'erhc al 2 Servicas
Business
services , Factory of the |, Automotive) Sorvice Layer
e][ ][ Service [sL _L][ Sery _L][ Sery .J_] m.co][ Senvic J[
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Figure 2-1: The 5G ecosystem

It is anticipated that service providers will requaecess to resources of the underlying
network and computing infrastructure. Thus, the infrastructure providers will expose, via
northbound interfaces, their telecommunication systems to typical mobile broadband or new
vertical service providers. This will allomulti -tenancy and multiservice support,as well as
access to either mobile or converged fixedbile access networks whet#ferent networking
policies will be enforced. Iifrigure 2-1, following the definitions of[@-1]), the top layers (i.e.,
business service and functions layers) are involved with thé&ispgon and implementation of

the business processes and the provision of application related functions organized in function
repositories. The service providers may offer their services through one or multiple
telecommunication operators. A telecommatiien operator may also have the role of a service
provider as it the case today.
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To serve such a diverse ecosystem, the telecommunication operators will have to deploy
orchestrator functions that will allocate appropriate computing and network resou@eiset
services targeting diverse and dedicataesiness driven logical networks. These logical
networks (network function layer ifrigure 2-1), socalled network slices will contain
specialized networking and comtg functions that meet the desired KPIs of the service
providers. Note that in cases where a single infrastructure provider is not on its own able to support
the requirements of a service provider, 5G networks will sugpossdomain orchestration of

services and resources over multiple administration domains allowinflefdlble sharing
schemesThe implementation of these schemes will also require interworking among operators
in the network function layer as well (e.g., setting up SDN rules).

The dovementioned evolutions will also have to operate tiguitous andenergy-efficient
way. Moreover, the 5G system will have to be designedfiutuae -proof way so as to enable
smoother transitions in future generations.

A faster service instantiatiomill call for new trust modelsto support new business and service
delivery models in an evolved cybtareat landscaperhis new environment also calls for
innovative solutions to address the increasing societal concerns regeselirgivacy.

The abovenentioned ecosystem is the anticipated outcome of addressing challenges derived from
a large number of new use cases. During the past years, several organizati¢2<{g.fprums
(e.g.,[2-3]), or regarch projects worldwide, have been trying to identify the new use cases and
the requirements these will impose to the network architecture. Currently, all active projects,
funded by the EU under the 5G Public Private Partnership, define and analyzédstmmed 5G

use cases related to their research afeadarmonization of the definition of these use cases can

be found af2-4]. Although a plethora of use cases has been already defined|emv@isgrouping

into three mai categories, based on the key considered services, is widely adopted. The categories
are: Extreme mobile broadband (xMBB); massive machipe communications (mMTC); and
ultra-reliable machingype communications (UMTC). However, an analysis based smtetlis
grouping is not sufficient, since different use cases may have different characteristics (e.g.,
mobility and data traffic patterns) and hence different values for requirements (e.g., delay,
reliability, user throughput etc). The extreme diversitéservices, as well as the vast number of

end devices that will have to be supported, yield a unprecedented set of requirements that has to
be taken into consideration.

2.2 5G Design Objectives

In 5G networks, spectrum availability is one of the key chglsrof supporting the enormous

mobile traffic demand. Nowadays, the current spectrum is crowded already. Especially in very

dense deployments it will be necessary to go higher in frequency and use larger portions of free
spectrum bands. This means that r&works will operate in a wide spectrum range with a

diverse range of characteristics such as bandwidth and propagations conditions. Thus,
appropriate mechanisms are needed that today do not exist in the current 4G systems. Another
potential solution cdd be the adoption of some appropriate spectsharing technique. This

implies that the new 5G architecture should allow spectrum to be managed more efficiently, by
accurately monitoring spectrum usage and by enabling sharing strategies in mobile networks
Notethatif2-1]i t i s cl early mentioned that #fAConcernincg
15 resolution calls for appropriate studies to be conducted and completed in time fetN®RC

determine the spectrum needs amel &ppropriate sharing and compatibility conditions with the

i ncumbent services. o0 Alternatively, to improve
investigation to facilitate muHRAT resource allocation. This could exploit spectrum in licensed,
unlicensed and/or lightHicensed bands. It would allow prioritization and allocation of traffic

across heterogeneous access technologies in a dynamio disgrsified spectrum resources

These spectrum characteristics, as well as the diverse use gasements, will require the
ability to concurrently support multiple instances of differently parameterized network functions,
or even the introduction of novel network functions. The exact parameterization and the
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placement of these functions will depesrdthe deployment of the available hardware, the nature
of the communication links and the required topology. Moreover, current research activities
suggest that 5G networks should provide the means for haffitjent transmission and data
processing Examples of this feature include realizations of network functions inside the radio
protocol stack, allowing e.g. fast access of devices for mMTC with extremely low overhead for
the control plane signaling. Moreover, low latency solutions are being investiteat involve
placing network functions closer at the edge of the access network. The framewdokilaf

Edge Computing (MEC) will also play an important role for meeting a number of crucial
requirements extending the Infrastructamea-Service concepup to the last mile.

To achieve all the above capabilities, most likely new paradigms and enablers Sk asd

NFV need to be followed and supported. In such an-fitsdble environment, it is necessary to
consider new solutions, such as geparation of user and control planesand possiblyre-

definition of the boundaries between the network domainge.g. radio access network and core
network). Although improving the flexibility of the future networks is a definite requirement, the
added compldaky that it will introduce (e.g., number of new interfaces, novel network
management functions, security and trust issues) has to be carefully studied and evaluated. Most
likely, different domains (edge, access, transport, core, services) of 5G netwbrksfesi
different levels of flexibility.Furthermore, 5G networks will have to offer solutions to support
different air interface variancesin an efficient way. This requires certain innovations, including

the configuration of the air interface using di#nt numerologies, waveforms, etc., evolved
resource management solutions for heterogeneous environments, mechanisms for integrating the
control and user plane with legacy or FRBPPP systems, etc. Also 5G should provide an
efficient interworking between 5G and an evolution of LTEas the latter could already meet

the requirements for some of the uses cases discussed for 5G like the Narrow Bandoliaternet
Things (NBIloT).

Moreover, 5G networks will have to addressdbmplexity of advanced communicationodules

and different antenna types with different befamming capabilities. Examples of this anailti-

antenna schemes with large antenna arrays, massive MidQ@lustering of millimetewave

access points addressing the coverage and mobility needigybeansteered antenna patterns.
Furthermoredepending on the use case and deployment scenario, it is needed to support different
antenna types, e.g. oragirectional antenna patterns, low/high gain beam forming antenna
pattern, flexible/fixed beam fming pattern, and analog/digital/hybrid beam forming is required,
depending on the use case and deployment scenario

Another new feature that distinguishes 5G networks from legacy systems is the native and
efficient support of communication schemes Iikealti -connectivity (e.g. communication of a

single user with two or more different network nodes operating in different RATs, which may
also employ high or very high frequencies). Mdtnnectivity is a key technology to fulfil 5G
requirements related t@tiarate, latency, reliability and availability. Also, 5G will support novel
schemes like theetwork-controlled deviceto-device (D2D)communication, including point
to-point, multicast and broadcast communication. Other novel mechanisms indb&uiee

duality s ¢c h e me s, where a device can act both as a 7
types) and as a network node extending the infrastructure part of the system. These schemes will
have to be supported ovewade range of physical deploymentsfrom distributed base stations

to centralized clowdRAN deployments or distributed edge clouds.

Different types of backhaul, such as converged optical and wirelessansport network
solutions(potentiallyincluding satellite links)will be also supportedking the trad®ff between

delay and capacity into accouelf-backhauling, where devices can act as base stations and
selfestablish wireless backhaul links to suitable donor base stations, is regarded as another
important feature. The 5G architectuvél provide inherent means for convergent fixembbile
networking. Operators will be able to use the same physical network to provide access to fixed
and mobile users. Ethernet is expected to be used as a common transport platform, allowing the
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integratian of new and existing transmission technologies. Virtual networks can then be operated
in parallel slices on the same physical network. A superordinate network operation and
management functionality will be provided based on SDN over the same infragtrastonly a
fraction of the overall telecom traffic is mobile. Fixatbbile convergence enables the mobile
network to reuse the existing fixed network infrastructure for the rollout. It is also important to
provide a consistent and continuous service apee for all end users, independent of the
underlying access network.

The 5G networks should also support more sophisticated mechanisms for traffic differentiation
than those of legacy systems, in order to fulfill diverse and more stringet-end Quality of
Service (QoS) requirementdlote though that 5G networks will have to provide for the
separation and prioritization of resources on a common infrastructurefor operational and
security purposes. Thaupport of the slicing framework will have to t&e into consideration
these QoS requirements

Access networks and network equipment deploye
wired®o functional it i e s-incredsing anch letepdgermetus anarkett o t
requirements implies a hugevestment to change and deploy hardware. One potential solution

could be thevirtualization of part of the communications infrastructure (e.g. core/edge

segments and access points/macrocells); but other innovative solutions kipptbpriate use

of smdl cell infrastructures should also be examined.

d
h

The new services are expected to bedoniamanuf act
Ainfrastructure factoryod where resources and n
traded and provisioned his new situation calls fdénd to End Resource, Infrastructure and

Service Orchestration(i.e., multtdomain orchestration of diverse programmable infrastructure
domains, possibly belonging to different administrations/operators). Also, control andsbusine
parameters need to be exchanged to realize integrated services involving multiple infrastructure
owners. This will allowovercoming the OverThe-Top (OTT) issue where application
providers send traffic over the top of the Internet, across multipleorietvio end users without

any delivery guarante&G networks will have to support a significant number of new services
through multiple tailormade environments. This calls for scalabév advanced autonomic
network managementplatforms Furthermore, tlsi involves the collection and processing of

large data volumes from the 5G network, and the development of a system for managing network
nodes while supporting federated network management. This is crucial for guaranteeing QoS even
when the network conteghanges. Towards this end, investigations are ongoing as to what extent
5G networks and devices (e.g. using etvexair programmability) can be softwacenfigurable

and to what extent software platforms can be hardagnestic. Selbrganized capabilis

enable the network to efficiently predict demand and to provide resources, so that it can heal,
protect, configure and optimize accordingly. The platforms will do this by generating the
minimum cost on network equipment (CAPEX) and operations costXRilst keeping QoS

tailored to user demand with adequate resources. The operational cost includes network resource
allocation, service provision and monitoring, performance degradation and energy efficiency.
Moreover, the management platformdl offer network resilience mechanisms, such as the
identification of network errors, faults or conditions like congestion or performance degradation.
Also, they will identify serious security issues such as unauthorized intrusion or compromised
network componest and liaise with autonomic network management to formulate and take
appropriate action. The overall objective is to create a cognitive and autonomic management
system developed through the application of policies that caradafft to the changing
condtions of the network and to the external environment in which the network operates, via a
well-defined set of selbrganizing functions. These platforms also need to suppgti-tenancy
environments.
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This section discusses topics related to the overall 5G architecture and its impact on (i) Mobile
Networks, (i) Physical Networking and Computing Facilities, (8&rvice & Infrastructure
Management and Orchestration and (iv) Hosting and Deployment Systems.

5G networks are conceived as extremely flexible and highly programmable E2E eamthect
compute infrastructures that are applicatiand serviceaware, as welas time, locatior and
contextaware. They represent:
an evolution in terms afapacity, performance andspectrum accessn radio network

segments; and
an evolution of nativélexibility andprogrammability conversion in all nonradio 5G

network segmets.

5G Architecture enables new business opportunities meeting the requirements of large variety of
use cases as well as enables 5G to be future proof by means of (i) implementing network slicing

1
1

in cost efficient way, (ii) addressing both end user andabip®al services, (iii) supporting
softwarization natively, (iv) integrating communication and computation and (v) integrating

heterogeneous technologies (incl. fixed and wireless technologies).

To achieve these opportunities, paradigm shifts and new anisths will be needed in all

network domains (i.e., radio access network, transport network and core). Equally importantly,
5G networks will require a novel approach on how orchestrate, deploy and manage services in

5G networksFigure 3-1 presents an indicative list of key issues that are under research in the

context of the 5@PP initiative. These issues, together with open research and standardization
research directions are analyzed in the rest document.

*Self management of network (virtual) functions

« Slice support (configuration mode selection, adaptation)
*Decomposition and reutilization of functional blocks

+Flexible placement of virtual network functions and interfacing
+Muti-Domain Orchestration and Life Cycle Management
*Multi-domain control management and orchestration

* Security as a service

*Deploymentand management of cloud facilities resources

*Network programmability
*Service programmability

*Multi- tenancy support
*Open access

<+ Slice support (at least slice awareness)
+ Control/user plane split

= *NFVsupport (possibly limited)

=+ C-RAN/D-RAN functional splits

= TightInterworking of LTE and new radio
: interfaces for the 5G RAN

: +Common RAN/CN interface for LTE and the new

: AlVs for the 5G RAN

* Multi-connectivity

: *Enhanced/new network access functions
© *CN/RAN split

Network re-programmability of radio functions  §
: *NewRAT for higher frequencies up to 100 GHz :

: (e.g., access, handovers etc)

t Supportfor mm-wave standalone and non-

: standalone operation

* PHY numerology (TTI, waveform, coding, etc)
= *Security

_." *Fixed-Mobile Convergence

+Slice support

*SDN & NFV support

*Heterogeneous fixed and wireless access
technologies

+Converged Fronthaul and Backhaul

+Flexible optical transport in the metro domain
+Compute and storage hardware availablein
aggregation nodes

+Central, regional and edge clouds, cloudlets
*Functional splits can vary from D-RAN to C-RAN
«Control and user plane split

*New fronthaul

*Security

«Slice su

pport

*SDN support and full exploitation of NFV

+Control
*commo
the new
Fixed M

and user plane split

nRAN/CN interface for LTE and
AlVs for the 5G RAN

obile Convergence

*CN/RAN split
*Security

I Core Network

Figure 3-1: Indicative list of key research issues in the context of 5G-PPP

Based on the abovementioned novel mechanisms, 5G networks are expected to present a number
of advantages. One is a high degreeflekibility . They serve highly diverse types of

communicatiori for example, between humans, machines, devices and semathrslifferent

performance attributes. They also enforce the necessary degree of flexibility, where and when
needed, with regard to calpility, capacity, security, elasticity and adaptability.
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View on 5G Architecture

somecases, in the decomposition of current monolithic network entities will constitute the unit

of networking for next generation systems. These functions should be able to be composed on an

fi oche ma n d-thef | fyoon basi s.
which identify a set of elementary functions or blocks to compose network functions, while today

they implemented as monolithic

n

f a c tsts in @designmg slations h

Further advantages emerge in the areanafagement control of systems andesources 5G
networksenable the uniform management and control operations that are becoming part of the
dynamic design of software architectures. They can host service executions in one or more slices.

Since no single solution fits all needs as captured in seztitrefollowing Figure3-2 presents
the various relevant views on emerging 5G designs. The views are then further elaborated in the
following subsections, in particular aspects about the logitdlfunctional view are introduced
in subsectiorB.1, the physical resources and infrastructure control views are in subsg&ion
The network softwarization and programmability is one of theddas¢he 5G architecture design
and impacts all identified views, as presented in subseBi®iirinally the system management
and applications and business services view in subset#doMore cetailed analysi®f those

architectural views ithen presented in sectiofs5 andb.

Network

Slicing

Applications and Business

Services View

Integrate
Heterogeneous
Technologies

Integrate
Communication and
Computation

Physical

View

Resources

Infrastructure
Control
View

End user and
operational
services

Native
Softwarization

Figure 3-2: 5G Architecture Views

3.1 Mobile Networks

The evolution of the mobile network architecture is driven by the need to provide communication

services for a manifold of applications. In addition to thatwork slicing is also an important
part of the overall 5G architecture that addresses the deplogfmnitiple logical networks as
independent business operations on a common physical infrastructure. One of the goals would be
to provide network slices flexibly meeting the wide range of use cases that the 2020 timeframe

will demand [3 -1][3 -2][3 -3][3 -8][3 -16]) .

To

this end, a A5G s

collection of 5G network functions (NF) and sgieciadio access technology (RAT) settings that
are combined together for a specific use case and/or business fadlebérmore, since the

concept of network slicing was initially proposed to be adopted by the 5G core network (CN)
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5G PPP Architecture Working Group View on 5G Architecture

NGMN uses theterme#tioee nd ( E2E) network slicingo to refe
concept, including both CN and RAN aspg@s7][3 -4][3 -2]. In that context, network slices

mustfulfill a set of requirements such as the need for sharing and efficiently reusing resources
(including radio spectrum, infrastructure, and transport network); differentiation of traffic per

slice; visibility of slices; protection mechanisms among sliedsd. slice isolation); and support

for slicespecific managemenf3-19]). The support for E2E network slicing appears as one of

the key requirements in 3GPP, it is still under discussion how exactly network slicing would

impact the RAN design, on both the access network and user equipment (UE) sides, although

these concepts are currently under investigaf®r2(][3 -2]).

In order to address the imposed 5G requirgsiea novel 5G mobile network architecture is
foreseen which provides the means to support the expected service diversity, flexible
deployments, and network slicing.

There is a common understanding that key technology options towards flexibility arsaties

of a multiservice and contexaware adaptation of network functions, adaptive (de)composition

and allocation of mobile network functions, softwdefined mobile network control, and joint
optimization of mobile access and core network functig@s22]. The 5G mobile network

architecture would include both physical and virtual network functions, as well asleddeand

centratcloud deployments. Further, it is clear that that the 5G mobile network needs to integrate

LTE-A evolution with novel 5G technologid8 -2] on RAN level (according to the current

definition of RAN), whereby RAN level integration would go far beyond existing interworking

between access technologies, fulfiling theawvisi of what NGMN cal[3-s a A5G
23)).

It is currently being assumed by 3GPP for the Next Generation Architecture that a logical
CN/RAN split will exist (possibly with some change in the exact logical split betfédhand

CN), allowing for an independent evolution of both RAN and CN, and for tages
optimizations in some deployments when the functions atecated. As shown ifigure 3-3,

this setup could make use ofS4* CN/RAN interface and X2* intenode RAN interface as
studied in[3 -20].

There is also ongoing resear¢®{8]) of concepts aiming to provide a high degree of architecture
flexibility, e.g.,a flexible assignment and integration of RAN and CN functions. Focus of future

research work is to develop all options and compare them in terms of flexibility, complexity and
cost involved in meeting the requirements of future uses cases.

NGMN |

|

EPC 5GNW | Fixed NW : ' I

IXe |
functions "**** functions "**** functions S1* IN N
| AR s

| xor ﬂ N I

NewRAT [ oy |, oNBEvo X2* |I

Wi-Fi [(F=3 I \ |

4G evolution H = X2* \

5G APandLTE
Evocolocated

Figure 3-3: Network elements and interfaces based on the logical CN/RAN split, as in [3 -1].

The architecture ifrigure 3-4 shows both mobile networlufictionality and management and
orchestration functionality. This builds on ETISFV principles and entities which it extends with
the introduction of the E2E Service Management & Orchestration module as well as a
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programmable controller in order to flekibconfigure and control Virtualized and Physical
Network Functions (VNFs and PNF$3 ¢21][3 -15]).

Applications & Services
BSS & Policies decision

plane

E2E Service Management & Orchestration

plane

= [ K
v y

Management & Orchestration Service

5 Shared control layer functions Network slicespecific (dedicated) control
= % layer functions
SR PNEEE UNF VN IS |/ Fa T
l ........ VF ................ l “““ WNE-- l - WINE-... l
% qC) ........ - ..... ..-::: ................. . .
s BRI
Qg Network slicespecific (dedicated) control
Shared data layer functions layer functions

Figure 3-4: Framework for control, management and orchestration of network functions.

Theseparation of control and user planeas introduced througdoftware-defined networking
(SDN), will also impact the 5G mobile network, which may similarly split functionality and
provide correspating interfaces.

Beside the radiaccess and core network, tin@nsport network will play a key role in 5G to
flexibly and dynamically address the requirements of future mobile networks. In order to support
the required flexibility, aunique packetbased network is required. Three main types of
interface are envisioned: packetized CPRI, next generation fronthaul interface (a new functional
split within RAN), and backhaul. In order to address these interfaces, traffic class concepts will
be introduced. Ftinermore, to efficiently support network slicing by the transport network too,
the concepts and systems of SDN and network functions virtualization (NFV) will be supported
by the transport network, e.g. by separating the control and data planes throngingoacket

based data path abstraction. Thmsfied data and control planeinterconnects distributed 5G
radio access and core network functions, hosted ometiwork cloud infrastructure. The 5G
transport network will consist dfitegrated optical and wireless network infrastructure The
inclusion ofsatellitelinks for specific 5G use cases is also under investigation from the research
community

3.2 Physical Networking and Computing Facilities

In order to meet the enormous growth of mobile data traffeditional wireless macroell
networks need to be transformed into architectures comprising large numbers of small cells
complemented with macro cells for ubiquitous coverage. Traditional Radio Access Networks,
where Base Band Units (BBUs) and radio uarts celocated, suffer several limitations. Aiming

to address these limitations and take advantage of pooling and coordinatiolCgaidsRadio

Access Networks (ERANS), with the option of flexible processing splitshave been proposed.
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The remote procsemg requirements for operational network purposeRABI) together with the

need to support a wide variety of compute and storage end user services, introduce the need of
high bandwidth transport connectivity, with stringent delay and synchronizatiomer®guats
between the radio units and the remote compute and storage resources. In addition, elastic
resource allocation in the transport netw§8«6]) becomes critical to the realization of statistical
multiplexing gains.

3.2.1Integration of Network, Compute and Storage Capabilities

The overall 5G vision involves a converged heterogeneous network environment, integrating a
wide variety of network technologies for radio access with wireless and wired transport solutions
interconneting a huge number of vastly different etielvices and users, including compute and
storage resources. These resources are called to support a combinatieusedemdl operational
services such as-RAN and the associated split options, and can be thedteer by micreData

Centers (DCs) referred to as Mobile Edge Computing (MEQ®@Y at remote regional and central
largescale DCs. MEC provides IT and cleadmputing capabilitieq3 -11][3 -15]) within the

Radio Access Network (RAN) in close proximity to mobile subscribers, while regional and
central DCs support the same type of services but can be accessed through the RAN and the
transport network. In this environment, a common infrastructamebe used to handle both end

user and operational network services, maximizing the associated sharing gains, improving
efficiency in resource utilization, and providing measurable benefits in terms of cost, scalability,
sustainability and management slifipation. This infrastructure deployment is illustrated in the
APhysical I nf rFeywd3-b. The tntooduetion of flaxjble procéssing splits ranges
bet ween the Atradit iwhreale diadtlr ipb wtceeds sSRANO i sa e,
access point A{entR)jzedERANO thaesdfwhdrnye nAal l process
central wunit (CU)o. The optimal Asplito can be
such as théransport network characteristics, the network topology and scale, and the type and
volume of services that need to be supported. The required flexibility can be provided through
programmable digital hardware, able to support flexible reconfiguratioardiMareaccelerated

(HWA) and software baseband functions, which can be partitioned at different levels in order to
serve most different KPIs. Note that thare preferred options depending on the targeted KPI.

To address the challenge of managing andatipg) such complex heterogeneous infrastructure
efficiently, a high degree of flexibility, agility and adaptivity is required in the functions that a
network can perform. Therefore concepts such as network softwarization provide a promising
way forward. h view of this, the 5G vision involves the adoption and integration of specific
technical approaches supporting this paradigm, such as SDN and NFV. In SDN, the control plane
is decoupled from the data plane and is managed by a logically centralizedleotttedlhas a

holistic view of the network. Besides placing HWA functions physically in the network, NFV
enables the execution of softwdrased network functions on commodity hardware (general
purpose servers) by leveraging software virtualization teclesi. Through joint SDN and NFV
developments, supporting a set of management and control plane functionalities such as those
illustrated inFigure 3-5, significant benefits can be achieved. These benefits areiaesbwith

flexible, dynamic and efficient use of the infrastructure resources; simplification of the
infrastructure and its management; increased scalability and sustainability; and provisioning of
orchestrated entb-end services. Using these technolaplutions, operational and business
models such as muitenancy can be supported through network slicing and virtualization.

Versionupdated consideringublic consultation Pagel7/61



5G PPP Architecture Working Group View on 5G Architecture

Local DCs Remoteregional DC

2 E

L o =
D ] 8 < o £ =
Q 5 58 =3 5 0
& et &) —b o8 > © @ —b B b <

o E o 9 = =

e ) ¥ © x 9 8
m o ° S
& o

= Enduser services
Q

= ; En in
58 End point
28 / v
5% e PG N S g B g g [ s— »[]
=5 T VBBU Virtual VBBU forwarding
£0 forwarding (lowerlayery  Transport (upper layers
8 Operational Network Services
3 PNF PNF VNF VNF VNF VNF
3
Es
2 ‘g PHY Virtual PHY Virtual PHY Virtual
5O Resources Resources Resources Resources Resources Resources
=
“_E PHY Functiong Virtualization PHY Functiong Virtualization PHY Functiong Virtualization
F;:}Y Wireless Local DCs Optical Metro|| Regional DCg Optical Core [| Remote DCs

Figure 3-5: 5G infrastructure supporting integrated networking and computing facilities

3.2.2 Networking and Processing Needs

In the context of the integrated 5G infrastructure described above, flexible access to, and unified
management of, both network and compute resources play a key role. The 5G infrastructure will
have a set of servigequirements that need to be satisfied. In response to this, different types of
VNFs can be deployednd chained together, each having specific processing and bandwidth
requirements as shown irigure 3-5. To suppa the required services, sufficient network
bandwidth and compute/storage capacity must be allocated; while relevant infrastructure slices
can be created, corresponding to specific physieaburces, for the interconnection and
deployment of VNFs. The pkical resources that should be reserved to ensure the delivery of the
required services depend on characteristics and requirements of the users and services, as well as
the availability of network and compute/storage resources and the relevant cost.

3.2.3 Deployment Options

In the environment described above, flexibility, elasticity and dynamic configurability across
data, control and management planes allow optimal access to and utilization of the available
infrastructure resources. It is clear that the ogtim@astructure design and configuration will

differ depending on the service requirements and characteristics, including baikeerahd
operational services that need to be seamlessly supported. Identifying the optimal infrastructure
design and operiahal configuration involves satisfying a set of predefined KPIs that span energy
consumption/efficiency levels, extid-end latency in service delivery, minimized capital and
operational expenditures, and overall mobility, scalability and sustainabitjtyreenents. To
ensure that optimal performance is achieved under different and dynamically varying service
volumes and requirements, a flexible architecture is proposed, integrating a wealth-of next
generation radio access and wireless, as well as wmadport network technologies together

with compute and storage resources. This will allow dynamic and flexible choice of best fit
options to optimally meet very diverse requirements at different points in time. Hardware
configurability, adaptivity and eléisity features will play a key role in addressing these
requirements supported by the deployment of novel technologies and concepts such as network
softwarization that rely on decoupling of data, control and management planes and leveraging of
technologes such as network slicing.
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3.3 Overall Network Softwarization and Programmability

The proposed framework is aimed at all 5G Network segmBatdio Networks, Fronthaul &
Backhaul Networks, Aggregation and Core Networks, Network Clouds, Mobile Network (i.e. a
combination of network segments where the last link is wireksadio network) and enabling
technologies like Mobile Edge Networks, Service/Software Networks, Seefaned Cloud
Networks, Satellite Networks, Edge loT Networks

The perspectives a@his proposal are described as sepasltees Although separately defined,

the planes are not completely independent: key items in each are related to items in the other
planes. However, the planes are sufficiently independent to simplify reasoningrehoamplete

system requirements. The interworking between planes is manifeseoupg of interfaces (i.e.
reference points) that would be used for exchange of information and/or controls between separate
(sub)systems sharing boundarigbie projectedseparation of concerns in distinct planes are:
Application and Business Service Plane, M8Bitrvice Management Plane, Integrated Network
Management & Operations Plane, Infrastructure Softwarization Plane, Control Plane and
Forwarding/Data Plane

The propsed framework for network softwarization and programmability is presentédure
3-6Error! Reference source not found, where each plane is exemplified.

Applications and Business
Mobile Broadband, Services, H Application & service programmability,
IoT Services, ICT Vertical Services Primitives: catalogues, monitoring, Tools:
Industries Services data analysis, testing and packaging
.
| wr ' — |
A Multi-Service Mgmt. Functions
Infrastructure (Slice — Service Mapper #Resource-, Domain- and Service f"ff-’gmff-’d S.VSff-’m Mgmt‘
. . Orchestration, Si Inf tion Mgmt., Net k .
Softwarization and O, pability Discovery) o~ and Operations
\- 4 (E2E /Concatenated Network segments,
(soft dpro_cesstesk - i . FCAPS functionality, Network Information
oftware and service networks provision, . \ A . .
; zati Infrastructure Control of (Virtual RITEIEAmE, MG el @ REes,
Apps-driven networlf softwarization, . ( ) In-network data/operations processing)
control, mgmt. and service planes, Network Network Functions
el il exp:rs.:re; Ocptlml)zatlon B s (Network softwarization, Cloud, Orchestration \
< pracesses | Mobility control, Mobile edge Computing) | R 5 o
I ' |
| 1 1 IR | 1
Common Common Common g (vimjb;ll) e Common Common
Control & Control & Control & Network Functions Control & Control &
Enforcement Enforcement Enforcement ) Enforcement Enforcement
Common Control 4
Converged Converged Converged & Enforcement \ Converged Converged
Data Data Data \ Data Data
N Converged Data
S & S & &
-~ - ~ - - L -
Radio Access Network Fixed and Wireless Access Aggregation and Core Networks Network Clouds

Networks Edge

Core
Clouds

Radios Front-/Backhaul Optical Access Optical Metro Optical Core
Network Network Network Network

Figure 3-6: Overall Network Softwarization and Programmability Framework

The following are key systeuwifferentiating functions of the network softwarization and
programmability framework:

1 5G Converged Data Plane functionare distributed to the edges of a common core ar&tw
resulting in creating a distributed flat network. The control plane functions, which are
responsible for mobility management, QoS control, etc., direct the user traffic to be served
agnostically to the access networks to which it is attached. Theintdgrate heterogeneous
technologies.
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1 5G Infrastructure Softwarization Plane functions, which are responsible for native
network softwarization (network virtualization, functions virtualization, programmaubility,
etc.) in all 5G network segments, enabledive integration of communication and
computation.

T 6Net wor k of ( vsisuppottea bs)the finit of oetwiorkimg in 5G Networks.

1 Network architecture can evolve and changeather than needing to be replaced.

This network softwarization andggrammability framework is based on the following separation
in distinct planes:

Application and Business Service PlaiieDefines and implements the business processes of the
services along specific value chains. A service in the 5G context is a pieoévwdrs that
performs one or more functions, provides one or more APIs to applications or other services of
the same or different planes to make usage of those functions, and returns one or more results.
Services can be combined with other services, deccah a serialized manner to create a new
service. An application in the 5G context is a piece of software that utilizes the underlying services
to perform a function. Application operation can be parameterized, for example, by passing
certain argumentst &all time, but it is meant to be a standalone piece of software; an App does
not offer any interfaces to other applications or services.

Multi -Service Management Plarie The functions and interfaces in this plane are used to set up
and manage groups oétwork instances and/or nodes. More specifically, the setup consists of
creating/installing/arranging NFs and interfaces according to the available physical and virtual
resources. It also comprises the set of functions associated with the network opesatibras

fault management, performance management and configuration management. It further includes
Slice T Service Mapper functions, Resources, Domain and Service Orchestration functions,
Service Information Management functions and Network Capabilggd¥ery functions. It also
includes the lifecycle management of individual network functions and mobile network instances
as a whole. In current mobile networks, this role is often performed by the Operations Support
System (OSS). The idea is to enable ¢heation, operation, and control of multiple dedicated
communication service networks running on top of a 5G E2E infrastructure.

Integrated Network Management & Operations PlaiieEnables the creation, operation, and
control of dedicated management fuaos operating on top of a 5G E2E infrastructure; and the
collection of resources required for managing the overall operation of individual network devices.
It further includes E2E Network segments management, FCAPS functionality, Monitoring
operations, Nevork Information Management, dmetwork data and operations processing and
Multi domains management operations

Infrastructure Softwarization Plane’ Enables the provisioning and operation of software and
service networks. It facilitates the operation ofc#o-end heterogeneous networking and
distributed cloud platforms, including physical and logical resources and devices. It includes
software for designing, implementing, deploying, managing and maintaining network equipment,
network components and/or m&trk services by programming. The software utilize features such
as flexibility and rapidity all along the lifecycle of network equipment/components/services, in
order to create conditions that enable thdasign of network and services architecturetpope

costs and processes, allow sehinagement and bring added value to network infrastrudtires
-15]. It further includes provision of software and service networks, application driven network
softwarization, S/W Programability of Software Networks, dynamic deployment of new
network and management services (i.e. which could be executed in data, control, management,
service plane), network capability exposure, E2E slice provisioning and control in software
networks.

Infrastructure Control Plane- The collection of functions responsible for controlling one or
more network devices. Control Plane instructs network devices, network elements, and network
functions with respect to processing elementary data units (packets,,fsymé®ls, bits, etc.)

of the user/data/forwarding plane. The control of (virtual) network functions include Control of
Network Softwarization functions, Control of Orchestration functions, Control of Mobility
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control functions, Cloud Control functions, Mite Edge Computing Control functions and
adaptors to different enforcement functions. The control of (virtual) network functions is
generally 5Gapplicable, and they are separated from the control and enforcements functions
which are network segmenspecfic. The control plane interacts primarily with the forwarding
plane and, to a lesser extent, with the management plane.

Forwarding Plane/ Data Plane - The collection of resources across all network devices
responsible for forwarding traffic.

3.4 Service & Infrastructure Management and Orchestration

In the following, subsectioB.4.lintroduces the mukservice control and management for single
domain while the mulilomain is introduced in subsectiBm.2 Security aspects are treated in
subsectior8.4.3

3.4.1 Multi Service Control and Management

In Section 3.1, a uniform service framework is constructed by multiple logically separated planes
for 5G services provisioning. Thsubsection covetthe Multi-service Management plane, the
Integrated Management and Operation plane and the Application and Business Services Plane as
shown in Figure 2, and describes service and resource orchestration cross 5G network segments.
One d the main design objectives is to increase the flexibility and programmability of 5G
networks with a novel Service Development Kit, a novel, modular Service Platform and Service
Orchestrator, and a novel Integrated Infrastructure Management. It wilelthdggap between
telecom business needs and operational management systems. The expected key functionality and
systems|[B -9][3 -13][3 -14]) are represented by the @iee Development Kit, the Management
System [3 -10]) and the Service Platform, including: a customizable Service Orchestrator, a
Resource Orchestrator, a Service Information Base, and various Enablers as repreSgued in

3-7. The figure also shows the heterogeneity of the physical resources underlying the 5G
infrastructures and related 5G network segments: radio networks, access networks, aggregation
networks, core networks, softreanetworks, data centre networks and mobile edge computing
clouds. TheMulti -Service Management plands responsible for the creation, operation, and
control of multiple dedicated communication network services running on top of a common
infrastructure. Enctionality for this plane includes: infrastructure abstraction; infrastructure
capability discovery; catalogues and repositories; a large number of service and resource
orchestration functions such as plugins; information management functionality; avidrerfor
automatic reconfiguration of running services (i.e. part of the integrated management plane). It
interworks withApplication and Business Services planthatmaintains 5G applicatierelated
functions, organized in Repositories, and DevOpstoetessary for the creation and deployment

of services. Functionality for this plane includes DevOps functionality: Catalogues, Monitoring
data analysis tools, testing tools, Packaging tools, Editors and primitives for Application &
Service programmabilit Figure 3-7 depicts the way in which 5G manages various underlying
systems.

In conclusion, one of the main design objectives in 5G Networking and 5G $4uitice Control

& Management is efficient integration afervice programmability, domain orchestration
functionality and DevOps functionality. This will maximize the predictability, efficiency,
security, and maintainability of operational processes.
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Figure 3-7: 5G Service & Infrastructure Management and Orchestration Architecture

3.4.2Multi

Multi-domain orchestration refers to the automated management of services and resources in
multi-technology environments (multiple domains involving differelud and networking
technologies) and multiperator environments (multiple administrative domains) which includes

-Domain Architecture

operation across legal operational boundaries. The scope of th®-emd multitdomain
management and orchestration plaje-12]) involves diverse concepts summarizedigure

3-8. It represents the reference architectural framework for organizing the components and

interworking interfaces involved in efid-end managenm: and orchestration in muitiomain

environments. At the lower plane there are resource domains, exposing resource abstraction on
interface 15. Domain orchestrators perform resource orchestration and/or service orchestration

exploiting the abstractions pased on 15 by resource domains.

A Multi-domain Orchestrator (MdO) coordinates resource and/or service orchestration-at multi
domain level, where mufdomain may refer to multechnology (orchestrating resources and/or
services using multiple domain destrators) or mulbperator (orchestrating resources and/or
services using domain orchestrators belonging to multiple administrative domains). The Resource
MdO belonging to an infrastructure operator, for instance operator A, interacts with domain
orchegrators, via interface 13 APIs, to orchestrate resources within the same administrative
domains. The MdO interacts with other MdOs via interfacR I&PIs (busines$o-business or
orchestr at esourcessateur c e s

AiB2B0)

t o

request

and

exposed at the service orchestration level on interfac@r $ Service MdOs. Interface -2

(B2B) is used by Service MdOs to orchestrate services across administrative domains. Finally the
Service MdOs expose, on interface |1, service spatibn APIs (Custometo-Business or
t hat custbnies to speaifstheinregsiements for a service. The framework

AC2B0)

also considers MdO service providers, such as Operator Figime 3-8, which donot own

resource domains but operate a mdtimain orchestrator level to trade resources and services.
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Figure 3-8 - E2E Multi-Domain Management and Orchestration of different infrastructure
domains belonging to different operators

3.4.3Network Security Considerations

The security design of current mobile systems was geared towards theuoilch successful
ecosystem, offering trustworthy communication services to users in all corners of the world. The
evoluion from 2G to 3G required the addition of new security features in order maintain
trustworthiness in the presence of emerging threats, such as false radio base stations and
encryption in communications, among others. While the security design of 4CGcls muare
sophisticated, the 4G security architecture is more a consequence of the need to maintain security
in a flatter network architecture, where user data is more exposed at the network edges. Mobile
system security has so far arguably been more ofldedasupport function than a driver.

When going from 4G to 5G, mobile users will be provided with higherabés, and in
consequence the surface of exposure will be significantly higher when it is combined with the
estimated exponential growth of thennloer of devices using 5G networks. 5G security iS now
being analyzed8 -5]) and defined as a set of qualitative aspects such as:

1 New business and trust models, including raddimain and multservice models where
there-use of the 5G technology outside the telecom sector (e.g. industrial control, public
safety, utilities, etc.) needs to be considered; and where the presence of new types of

actor s, among a myriad of other facdtors, Wi
and Adeviceodo are.
T New service delivery models based on virtue

technologies.

1 Users need to be considered significantly differently, with respect to what we have
learned from previous network generations; trustwoetss among users cannot today be
taken for granted.

1 Concerns about user privacy are higher than ever, e.g. following allegations of mass
surveillance.

1 The threat and risk landscape faced by a system supporting critical infrastructure services
is very diferent from that of a system offering public voice/lnternet services: the
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